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OECD report on GenAI and Finance (forthcoming)
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▪ GenAI in Finance: How is it different? 

▪ Use cases and potential benefits 

▪ Policy considerations

▪ Emerging challenges and risks

❖ Report supported by the Government of Japan 



GenAI in Finance: How is it different?

3

▪ Generate text based on patterns they identify in 

the training datasets 

▪ No reasoning capacity or comprehensive 

understanding of the world

✓ Subset of AI: Creation of (seemingly) ‘original’ 

content in response to prompts 

▪ Language/Text (LLMs)

▪ Visual (images)/ audio

▪ Code

✓ Trained on unstructured data 

▪ Including feedback received by users

▪ Automated, self-reinforced dynamic learning 

▪ Training continues post deployment through 

feedback loops with users 

✓ Interaction and outcome fit human cognition

✓ More than any previous AI tool 



GenAI in Finance: How is it different?

Adoption speed and surge in public attention 

4

✓ Interaction and outcome fit human cognition

✓ More than any previous AI tool 

✓ Easily accessible (free versions)

✓ Easy to engage (interactive)

✓ User friendly and intuitive interface (conversation)
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Speed of adoption of some GenAI tools in relative terms



GenAI use cases in Finance and associated benefits
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▪ Boosting potential benefits of existing AI use cases (e.g. ML models); offering new potential use cases

BACK/ MIDDLE OFFICE

Post-trade processing 

Trading P&L, 

reconciliations

Compliance and 

Reporting 

Data analytics 

(information point)

Risk modelling and 

management

Fraud detection and 

prevention 

AML/ CFT  

ESG data processing 

and analytics

Synthetic data 

generation 

Translation

Coding 

HR management 

FRONT OFFICE

Customer support 

Trading strategies, 

execution 

New product 

development 

Targeted Marketing / 

Sales (customer 

segmentation)  

Asset allocation 

Customer onboarding / 

authentication

Productivity enhancements Value creation 



Paced deployment of GenAI in finance  

6

Most commonly adopted AI use cases by financial institutions Paced deployment of GenAI

▪ Currently, tools to assist and support financial service 

providers, rather full end-to-end automation

0% 5% 10% 15% 20% 25% 30%

Predictive service and intervention

Risk modelling and analytics

Product feature optimization

Contact-center automation

Customer acquisition and lead generation

New AI-based enhancements of products

Customer segmentation

Customer service analytics

Creation of new AI-based products

Service operations optimization

Service operations Product and/or service development Marketing and sales Risk

Highly regulated markets with rules in place 

▪ Possible incompatibilities of GenAI tools with regulatory 

obligations (e.g. transparency, explainability)

▪ Existing model governance requirements 

Reputational risks and fiduciary duties 

▪ Security risks, data privacy and confidentiality

▪ Deceptive outcomes, misinformation etc.

Talent and skills 

• Required across the levels of hierarchy 

=> Currently, GenAI mostly deployed to support operations 

=> Currently, GenAI interaction with customer is indirect 

=> Use of offline / private restricted versions of GenAI models 

(private cloud) or building of own (trained with prop data)



Challenges and Risks: examples of failed model outputs
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Model provides references that do not exist 

(References 1, 3, 4, 5 do not exit)

Model hallucinates the answer (winner of the 

Superbowl before the actual game happens) 

Unreliable information provision 



Challenges and Risks: examples from failed prompts 
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Model provides inappropriate output: bias, discrimination, toxicity, fake content



GenAI in Finance: 

Risks and Challenges 
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Other risks

➢ Possible future negative employment effects 

➢ Changing skills needs 

➢ Environmental impact of GenAI model creation

Governance

➢ Lack of accountability, transparency 

➢ Users not necessarily aware of tool’s limits

➢ Outsourcing of models, IP questions (incl. 

authenticity)

Competition 

➢ Market domination given costs involved 

➢ Data concentration 
Financial stability 

➢ Market concentration (models or data) 

and ‘systemically important’ players

➢ Herding and one-way markets, volatility

➢ Cheap tool for massive deception; 

market manipulation / cyber-risk

Bias, discrimination, unfair outcomes 

➢ Inadequate/ poor quality data, use of proxies

➢ Exacerbated in GenAI models (Can train on    any 

data available online, incl. user interaction)

Model robustness and reliability of output

Lack of explainability ++

➢ Why and how the model generates results --

accentuated in GenAI models

• Incompatible with supervisory frameworks`, 

inability to adjust strategies in time of stress

Data-related risks

➢ Output quality only as good as training data

➢ GenAI autonomous self-learning capacity

➢ Privacy and confidentiality, IP and copyright

➢ Subpar outcomes for investors/consumers, hallucinations

➢ Cheap tool for massive deception and market manipulation

➢ Possible degradation due to feedback loops with users



GenAI in Finance: 

What can be done to address these risks?
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Promote international multi-disciplinary collaboration 

➢ Holistic view (e.g. OECD AI Principles) 

➢ Build trust 

Strengthen model governance and disclosure

➢ Clear lines of responsibility, oversight, throughout model life

➢ Documentation and audit trails, monitoring

➢ Third party arrangements: liability and recourse

Educate, raise awareness, invest in skills 

➢ Raise awareness (industry and policy)

➢ Build capacity (incl. for SupTech use cases)

➢ Support R&D and academic research

Promote a human-centric approach

➢ Human primacy in decision-making (w. 

proportionality)  

➢ Explicit accountability to a human 

(irrespective of level of automation) 

Promote safeguards against risk of bias

➢ Apply pre-existing frameworks

➢ Proactive equity assessment of outputs,

testing 

Promote safety and resilience, protect              

against deception, market manipulation 

➢ Rigorous training, ongoing monitoring and validation 

➢ Testing for harmful capabilities before deployment, audits

➢ Safety thresholds (positive permission forms)

➢ Disclose GenAI output as such

➢ R&D investment

Strengthen data governance

➢ Training data quality and adequacy 

➢ Data privacy and safety (incl. cyber)

➢ Source attribution, opt-out options 

➢ Transparency, disclosure (training and input data) 

Encourage efforts to improve explainability 



Thank you! 

iota.nassr@oecd.org

www.oecd.org/finance
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